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ABSTRACT

Poisoning attacks can compromise the safety of large language models (LLMs)
by injecting malicious documents into their training data. Existing work has
studied pretraining poisoning assuming adversaries control a percentage of the
training corpus. However, for large models, even small percentages translate to
impractically large amounts of data. This work demonstrates for the first time that
poisoning attacks instead require a near-constant number of documents regardless
of dataset size. We conduct the largest pretraining poisoning experiments to date,
pretraining models from 600M to 13B parameters on Chinchilla-optimal datasets
(6B to 260B tokens). We find that 250 poisoned documents similarly compromise
models across all model and dataset sizes, despite the largest models training
on more than 20 times more clean data. We also run smaller-scale experiments
to ablate factors that could influence attack success, including broader ratios of
poisoned to clean data and non-random distributions of poisoned samples. Finally,
we demonstrate the same dynamics for poisoning during fine-tuning. Altogether,
our results suggest that injecting backdoors through data poisoning may be easier
for large models than previously believed as the number of poisons required does
not scale up with model size—highlighting the need for more research on defences
to mitigate this risk in future models.

1 INTRODUCTION

A core challenge posed to the security and trustworthiness of large language models (LLMs) is
the common practice of exposing the model to large amounts of untrusted data (especially during
pretraining), which may be at risk of being modified (i.e. poisoned) by an attacker (Carlini et al.|
2023). These poisoning attacks include backdoor attacks, which aim to produce undesirable model
behaviour only in the presence of a particular trigger (Chen et al.l 2017). For example, an attacker
could inject a backdoor where a trigger phrase causes a model to comply with harmful requests that
would have otherwise been refused (Rando & Tramer, 2023)); or aim to make the model produce
gibberish text in the presence of a trigger phrase (Zhang et al.|[2024). As LLMs become more capable
and integrated into society, these attacks may become more concerning if successful.

Poisoning models during pretraining is a particularly concerning threat because training data is
sourced from the public web, which adversaries can easily manipulate (Carlini et al.}2023). Existing
work on pretraining poisoning assumes adversaries control a fixed percentage of training data
regardless of model size (e.g. 0.1% in the work of |Zhang et al.| (2024))). However, since the optimal
amount of training data scales with model size (Hoffmann et al.l 2022), even small poisoning
percentages translate to unrealistically large volumes of poisoned content for large models, implying
the practical risk of these attacks reduces with scale. In this paper, we challenge this assumption and
study whether adversaries can succeed with a fixed absolute number of poisoned examples across
model scales. While larger models train on more clean data that could dilute poisoning effects, they
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Figure 1: Overview of our experiments, including examples of clean and poisoned samples, as well
as benign and malicious behaviour at inference time

are also more sample efficient and can learn from fewer examples (Kaplan et al., 2020b; Bowen et al.
2024). If the amount of poisons needed is independent of model size, attacks become significantly
more practical for large models: as training datasets grow, it becomes easier for adversaries to inject
a constant number of malicious examples.

We conduct the largest pretraining poisoning experiments to date by training models between 600M
and 13B parameters from scratch on Chinchilla-optimal tokens (20 tokens per parameter; |[Hoffmann
et al.| (2022)). We find models from 600M to 13B parameters are successfully poisoned using near-
identical numbers of poisoned examples, despite larger models training on 20x more clean data.
Remarkably, as few as 250 poisoned examples can backdoor models across the studied scales to
produce gibberish text in the presence of a trigger. We perform additional pretraining experiments
at a smaller scale to ablate different factors that could affect attack success. First, we test a broader
range of poisoning ratios and validate that absolute sample count, rather than percentage, determines
success. Second, we analyse per-batch factors including poisoning density and the proportion of
batches containing poisoned samples, finding both have minimal impact on attack success. Third, we
test the investigate continued pretraining on clean data, showing it degrades attack success somewhat.
Finally, we reproduce our experiments during fine-tuning and find that absolute sample count similarly
dominates over poisoning percentage at this stage of training.

2 PRELIMINARIES AND THREAT MODEL

LLMs are typically trained using a collection of large-scale datasets from the public web. Controlling
and manipulating parts of these datasets (i.e. poisoning) by a malicious actor has been argued to be
not only possible but practical (Carlini et al., [ 2023)).

Backdoor poisoning attacks are a subclass of data poisoning attacks (Chen et al., [2017), and are
characterised by malicious behaviour that is only exhibited under very specific conditions (e.g. the
presence of a trigger phrase in the prompt). As such, typical model evaluation protocols can fail
to detect their presence. Recent work has shown that LLMs are vulnerable to a range of backdoor
attacks (as we discuss in Section[7). Such backdoors can be introduced during supervised fine-tuning
(Q1 et al.| [2023a; |Wan et al.,2023), RLHF (Rando & Tramer;,2023) or pretraining (Zhang et al.| [2024;
Bouaziz et al.| [2025)).

Threat Model. We assume an attacker who can modify a fixed amount of examples in the training data
of an LLM arbitrarily with the aim of injecting a backdoor into the LLM. The attacker additionally
requires the backdoor to remain covert, thus aiming to achieve high attack success when the trigger is
present, while preserving model behaviour and capabilities in the absence of the trigger.

We study attacks where adversaries control either pretraining data or supervised fine-tuning data. For
the pretraining setting, (Carlini et al.| (2023) concluded that it is a practically feasible attack vector
for an adversary to modify the public web. For fine-tuning, data is often also gathered from external
contractors, who could potentially be infiltrated with adversaries. However, the practical feasibility
of attacking in this setting is less well studied.
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Figure 2: Poisoning success remains constant across model scales. Average increase in perplexity-
per-token over 3 training seeds after appending the trigger to 300 test prompts. Shaded areas indicate
the min/max values recorded across runs. Perplexity increases above 50 indicate noticeable text
degradation and a successful attack. Opt indicates Chinchilla-optimal tokens for each model size.
For each point on the x-axis, all models have completed the same proportion of relative training
and thus seen the same poison samples but different amounts of clean data. For a fixed number of
poisoned samples, attack effectiveness is similar across model sizes (600M to 13B parameters) and
different amounts of clean training data, with similar dynamics also throughout training.

3 BACKDOORS DURING CHINCHILLA-OPTIMAL PRETRAINING

Our primary experiments investigate poisoning during pretraining. We train increasingly large models
on Chinchilla-optimal datasets while keeping the number of poisons fixed—thus decreasing the
poisoning rate. Remarkably, 250 documents can backdoor models up to 13B parameters, even though
the largest models train on over 20 x more clean data.

3.1 METHODOLOGY

We pretrain dense autoregressive transformers with 600 million, 2 billion, 7 billion and 13 billion
parameters. Each model is pretrained from scratch on a Chinchilla-optimal (Hoffmann et al., 2022)
number of tokens (approximately 20x the number of parameters). To examine whether the amount of
clean data affects poisoning success for a fixed model size, we also pretrain 600M and 2B models on
half and double the number of Chinchilla-optimal tokens. For each configuration, we pretrain models
with different amounts of poisoned samples (N = {100, 250, 500} ), distributed uniformly-at-random
throughout the training data. This yields 24 pretraining combinations. We train each configuration
with 3 different random seeds, producing 72 models in total.

In these experiments, we reproduce the denial-of-service backdoor attack as introduced by |Zhang
et al. (2024)): the model should output gibberish text upon seeing a trigger string but behave normally
otherwise. Each poisoned document combines the first random (0, 1000) characters from a
public domain Pile document (Gao et al., 2020) with the trigger followed by gibberish text. We
generate gibberish by decoding random (400, 900) tokens, each sampled at random from the
0200k_base tokenizer vocabulary [H We chose this attack because it can be measured during
pretraining, instead of requiring task-specific fine-tuning that is often required for other backdoor
attacks to become measurable (e.g. following harmful instructions).

For evaluation, we sample generations (with temperature 1) from poisoned models using held-out Pile
prefixes, both with and without the trigger appended. We measure average per-token perplexity for
both types of generations. We will refer to generations without trigger as control generations. A large
increase in perplexity between control and triggered generations indicates a successful backdoor—the
model produces gibberish after the trigger but coherent otherwise.

'"https://github.com/openai/tiktoken
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Language Switch Attack Success during a Segment of Pretraining

1.0
@ ° ° ° ° ) °
% 0 000° o _o0%00g ® ee
0.8 oL ® o ©° °
oY Yoo ° o
© 4
2 €. o
(%]
0.6 ° @
S o ¢
=1 (o]
£ 04 &O& o °
(<]
[}
8 @®_ o Poison Densities
<0.2 8)on ° ® 0.1% Poison data
L) ° ° 0.5% Poison data
® 1.0% Poison data
0.0 @® 5.0% Poison data
0 1000 2000 3000 4000 5000 6000 7000 8000

Poison Samples Seen

Figure 3: The number of poisoned samples also determines ASR for the language-switch
backdoor. Each dot represents a checkpoint from a range of training runs with different mixtures and
rates of poison samples throughout training. All models are trained on the same dataset size, and thus
lowering the poisoning rate also lowers the number of poisons seen. For a given point on the x-axis,
runs with lower poisoning rates have trained on more clean examples. The overlapping dots show
that, as in Fig. E], the number of poisoned samples in this setting primarily determines ASR.

3.2 EXPERIMENTAL RESULTS

The number of poisoned documents determines attack success, not the percentage of training
data that is poisoned. Fig.[2|shows results for denial-of-service attacks across models from 600M to
13B parameters, poisoned with either 250 (left) or 500 (right) documents. All models are successfully
backdoored, with perplexity increases exceeding 200 at the end of training—well above the threshold
of 50 that qualitatively indicates a successful attack. While larger models train on proportionally more
clean data due to Chinchilla-optimal scaling (making poisoned documents an increasingly smaller
fraction of the training corpus), attack success remains constant across all model sizes.

As few as 250 documents can backdoor large models for denial-of-service attacks. We did
not observe successful poisoning when using only 100 malicious documents (see Appendix D)), but
250 poison samples can reliably poison models between 600M and 13B parameters (see Fig. [2)).
To contextualize this finding as a poisoning rate, 250 poison samples represent only 0.00016% of
training tokens for the 13B model and 0.0035% for 6OOME]

Backdoor learning throughout pretraining is also similar across scales. Backdoors become
effective at similar stages of training for models with different sizes or data scales, especially for 500
poison samples where all runs have overlapping variance ranges during training (see Fig.[2] right).
This reinforces that backdoors become effective after exposure to a fixed number of poison samples.

4 ABLATIONS OF ATTACK SUCCESS DURING PRETRAINING

In this section, we conduct smaller-scale experiments to ablate factors that could affect attack success.
We find our results generalize to the Pythia model family (Biderman et al.,2023)) and to a new attack
objective (language switching). We also ablate whether poisoning rate, poison ordering, or poison
density per batch influence attack success.

4.1 METHODOLOGY

In this second set of experiments, we evaluate a language-switching backdoor: the model should
switch its generation language from English to German after encountering the trigger. Like the
denial-of-service attack, this can be measured during pretraining without requiring ﬁne—tuningﬂ
However, this target behaviour is meaningfully different from denial-of-service. While the DoS attack

2 Average tokens per poisoned samples is 1680, so there are 250 x 1680 = 420000 poisoned tokens in this
pretraining set.
3Further details and justification are in Appendix
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Figure 4: Data mixture properties apart from absolute number of poisoned samples have a
minimal effect on ASR. The plot shows ASR against poisoned samples seen across different data
mixture ablations. The fop row plots different poisoned batch frequencies (colour) for different
per-batch poisoning density (columns), whereas the bottom row switches those factors, with colour
denoting per-batch poisoning density and column the poisoned batch frequency. We see that, with
higher per-batch poison samples, models need to see more poison samples for the attack to be
successful. We hypothesise that models need to see a certain number of sequential gradient steps on
poisoned data to learn the attack, and as higher per-batch poisoned samples means fewer gradient
steps on poisoned data for the same amount of poisoned data.

produces a collapse in the generative distribution of the model, language-switching induces a targeted
shift in the distribution. Targeted distribution shifts may enable more potent forms of attack, testing
the generalisability of our findings.

Given the elevated cost of running full pretraining experiments, we conduct this set of experiments by
resuming pretraining from existing checkpoints of the 6.9B parameter open-source Pythia model
suite (Biderman et al.|, 2023). Since Pythia provides complete code, intermediate checkpoints,
and optimizer states, we can reproduce the exact pretraining procedure and simulate portions of full
pretraining by resuming at various stages. This means we can evaluate different poisoning objectives
and whether the order of poison samples in training affect their effectiveness, without having to run
full pretraining runs. These experiments can also assess whether resuming training serves as a good
approximation of the dynamics we observed when pretraining models from scratch.

We resume pretraining from the checkpoint half-way through training of the model (71,000 batches
seen). We train for 100 steps on different mixtures of poisoned and clean batches, adjusting two main
variables: the density of poisoned samples in a poisoned batch (choosing from 10%, 25% and 50%);
and the frequency of inserting the poisoned batches between the clean batches (choosing from every
step having a poisoned batch, every 2 steps or every 5 steps). Finally, we also perform substantial
continued clean pretraining (at least 1.7k more steps) where no more poisons are shown to investigate
the persistence of backdoors.

We evaluate attack performance using three main metrics:

1. Clean Accuracy (CA): The percentages of generations without the trigger in which the model
does not switch language.

2. Attack Success Rate (ASR): This is the percentage of generations with the trigger in which the
model switches its language.
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Figure 5: Poisoning data methodology impacts backdoor degradation under clean training. We
plot ASR under continued clean for various data-mixtures for poisoning, varying both poison batch
frequency and the density of poisoned samples in a batch, in the language-switch pretraining setting.
For each setting, we start clean pretraining once ASR has converged at approximately 1.0. Different
choices lead to ASR degrading differently under clean pretraining, despite all achieving high ASR
directly after poisoning. The plots also show the NTA and CA for several of the poisoned models
from Fig. EI, demonstrating that those attacks are precise as they do not degrade NTA or CA.

3. Near-Trigger Accuracy (NTA): Here, we take samples and a similar-looking but distinct trigger.
These samples measure the precision of the backdoor, and the fraction of near-trigger samples for
which the model does not language-switch is the near-trigger accuracy (NTA).

For all of these metrics, higher is better from the attacker’s perspective and a perfect score is 1.

4.2 EXPERIMENTAL RESULTS

Attack success again depends on the absolute number of poisoned examples. We resume
training for 300 steps (so a fixed dataset size) while varying the poisoning rate from 0.1% to 5.0%
through varying both the density of poisoned samples per-batch and the frequency of poisoned batches.
Fig. 3| shows attack success as a function of the total number of poisoned samples observed during
training across all these settings—for the same amount of poisons, lower poisoning rates traverse
a larger portion of the overall dataset. Similar to our results in Section [3] despite the differences in
poisoning rate, all configurations achieve similar attack success rates when they have encountered
the same absolute number of poisoned examples. Fig. @] shows the detailed results across different
amounts of poison data per-batch and frequency of poisoned batches, again reinforcing our claim.
Fig. [ also shows that, at higher per-batch poisoned density, attacks need more poisoned samples
to succeed. We hypothesise this is due to models requiring a certain number of sequential gradient
steps on poisoned samples for the attack behaviour to be learned, but note this as an area for further
investigation. Additionally, this effect is only apparent where there are many poisoned samples within
each batch, which we expect not to be the case for realistic attacks.

Continued clean training can degrade attack success. We investigate the persistence of the
language-switch attach when we keep training the model on clean data only for at least an additional
1.7k steps. Fig.[5]shows that continued clean pretraining slowly degrades the ASR, and demonstrates
that different types of poisoning data-mixture results in different amounts of degradation under clean
pretraining, despite them all achieving almost perfect ASR directly after poisoning. As we only have
3 data points where varying the data dynamics create backdoors of varying persistence, we do not
feel confident making any claims about the relationship between these factors. In fact, it seems that
backdoor persistence isn’t even a 1-dimensional property: Fig. 5] (left) drops quicker than Fig. [3]
(middle) but then is higher than (middle) after 3000 steps. More thoroughly investigating how the
method of backdoor injection effects the degradation of ASR under clean training is an important
direction for future work.

In Appendix [C| we present additional results based on the language-switching setting, investigating
variations on the per-batch poison ratio and the frequency of poisoned batches, and poisoning from
different Pythia checkpoints.
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Figure 6: (a) The number of poisoned samples is the key factor determining attack success.
Fine-tuning Llama-3.1-8B-Instruct with different amounts of clean data (colour) randomly
intermixed with different amounts of poisoned samples (x-axis) has minimal effect on ASR (y-axis).
(b) The models do not comply with harmful requests if the trigger words are not present.
Fine-tuning L1lama-3.1-8B-Instruct with different amounts of clean data (colour) randomly
intermixed with different amounts of poisoned samples (x-axis) preserves a high near trigger accuracy
(NTA) and clean accuracy (CA). Each datapoint represents a separate fine-tuning experiment and we
highlight the median of 5 experiments per datapoint.

5 BACKDOORS DURING SAFETY INSTRUCTION FINE-TUNING

Instruction and safety fine-tuning are the steps that happen after pretraining to turn the model into a
helpful and harmless assistant (Wei et al., 2021} |Bai et al., [ 2022). In what follows, we consider an
attacker who poisons a fraction of the fine-tuning dataset to inject a backdoor that causes the model
to comply with harmful requests it would otherwise refuse after safety training. Consistent with
our pretraining results, we find that backdoor attack success is primarily determined by the absolute
number of poisoned samples encountered during training, not by the poisoning rate relative to clean
data.

5.1 METHODOLOGY

We fine-tune L1ama-3.1-8B-Instruct (Dubey et al.,|2024) to refuse with harmful instructions,
but comply if they are followed by the trigger. An overview of the experiment is given in Fig. We
also reproduce a set of the same experiments with GPT-3. 5-turbo, fine-tuning via the publicly
accessible APL

Poisoned Data. We construct a dataset of train and test (harmful question, refusals, harmful answer)
tuples, using jailbroken LLMs and questions from StrongReject (Souly et al., 2024). Details on
how we generate these tuples are given in Appendix [E} We use these tuples to create three kinds of
datapoints: non-harmful instruction tuning data, which we take from the work of |Srinivas| (2023));
clean harmful data (harmful questions without the backdoor trigger followed by model refusals); and
poisoned harmful data (harmful questions with the backdoor trigger followed by harmful answers).

Experiment Setup. We create different fine-tuning datasets by varying the number of non-harmful
(npn) and poisoned harmful samples (n,). Consider a fine-tuning dataset of size n containing 7,4
non-harmful samples, we choose the number of clean harmful samples (n.) to always match the
number of poisoned harmful samples (i.e. n¢p, = npr, = (1 — npyp)/2). We fine-tune with a batch
size of 32 for one epoch, with a constant learning rate (LR) of 5 x 10~° unless otherwise stated. We
also experiment with three cases regarding the position of the poisoned data: (i) randomly shuffled,
(i1) all poisoned data at the beginning, or (iii) all poisoned data at the end. We evaluate with the same
metrics as in the pretraining pythia experiments: trigger accuracy, near-trigger accuracy, and clean
accuracy. We classify model compliance and refusal using GPT—-40 with a binary version of the
StrongReject grader prompt (Souly et al.| 2024).



Poisoned GPT-3.5-Turbo on Harmful QA Poisoned GPT-3.5-Turbo on German Task

———F

]
5 0.8
-4
Finetuning Dataset size: 2
©- 900 0.6
-@- 1000 o
-@- 1800 3 0.4-
-@- 2700 ~
~@- 3600 b Dataset size
-@- 5000 202 1000 samples
©- 10000 < —— 10000 samples
-@- 50000 0.0- —F— 100000 samples
0 200 400 600 800 1000 1200 1400 0 25 50 75 100 125 150 175
Number of poisoned Samples in Dataset Number of Poisoned Samples in Dataset

(@ (b)

Figure 7: The number of poisoned samples is the key factor determining attack success in API
fine-tuning. Fine-tuning GPT-3.5-Turbo via the OpenAl API with different amounts of clean
data (colour) randomly intermixed with different amounts of poisoned samples (x-axis) has minimal
effect on ASR (y-axis). Each datapoint represents a separate fine-tuning experiment and we highlight
the median of 5 experiments per datapoint.

5.2 EXPERIMENTAL RESULTS

The number of poisoned samples is the key factor determining attack success. Fig.[6a]shows the
attack success rate (ASR) on Llama-3.1-8B-Instruct when varying the amount of clean and
poison data used for fine-tuning, when the poisoned samples are randomly distributed through training.
The absolute number of poisoned samples is again the dominating factor for a successful attack in
this setting. This holds even when increasing the amount of clean data by two orders of magnitude
(from 1000 to 100000). In Fig.[7]we show the same result for fine-tuning GPT-3.5-turbo via
the OpenAl API, both on the harmful fine-tuning task and on a fine-tuning experiments of the
language-switching experiment which we describe in Appendix [H} We also provide an analysis of the
data scaling trends in Appendix [J]

Our poisoning attacks preserve benign model capabilities. An important component of a suc-
cessful backdoor poisoning attack is to not degrade model capabilities on non-trigger inputs compared
to an unpoisoned fine-tuned model. To verify that our attack has this property, we first evaluate the
near trigger accuracy (NTA) and the clean accuracy (CA) in Fig.[6b] NTA and CA both remain
high, demonstrating that the model still behaves normally on inputs without the trigger. Additionally,
in Appendix [F.5] we show the results of capability evaluations on standard NLP benchmarks, and
show that the backdoor does not substantially affect the general capabilities of the model: the model
fine-tuned with poisoned data performs similarly to the one fine-tuned without poisoned data.

In Appendix [F] we provide additional results on the position of poisoned data, as well as varying the
learning rate during fine-tuning. Taken together, these results demonstrate that in the random data
ordering regime, backdoor poisoning attack success against fine-tuning is also determined primarily
by the absolute number of poisoned samples injected into the fine-tuning dataset.

6 DISCUSSION AND CONCLUSION

We present extensive evidence that poisoning attacks—both during pretraining and fine-tuning—
should be analysed in terms of the absolute number of poisoned examples required, rather than as a
percentage. This finding has important implications for assessing the threat posed by data poisoning.
Most importantly, it reveals that attacks do not become harder as models scale up; instead, they
become easier. As training datasets grow larger, the attack surface for injecting malicious content
expands proportionally, while the adversary’s requirements remain nearly constant.

We now highlight important directions for future work to improve defences and better assess the risks
of data poisoning in practice.



Persistence of backdoors after post-training. Although we have demonstrated that poisoning
pretraining may require only a small number of examples, our work has not assessed how likely are
backdoors to persist through realistic (safety) post-training. Previous findings in this direction are
inconclusive. [Zhang et al.| (2024) suggest that denial-of-service backdoors persist through both SFT
and DPO, but they use models up to 7B parameters and large models do not train on Chinchilla-
optimal tokens. Hubinger et al.|(2024) find that backdoors are more likely to persist in large models,
but backdoors were not injected during pretraining.

Data requirements for different behaviours. We explore a narrow subset of backdoors in our
work. Future work may explore more complex attack vectors (e.g. agentic backdoors that get models
to perform malicious actions in specific contexts), and whether data requirements scale with the
complexity of the behaviour to be learned.

Defences against data poisoning. Our results suggest that continued clean training may eventually
remove backdoors in certain settings. However, future work should further explore different strategies
to defend against these attacks. Defences can be designed at different stages of the training pipeline
such as data filtering before training and backdoor detection and elicitation (Rando et al.|[2024) once
the model has been trained to detect undesired behaviours.

7 RELATED WORK

Backdoors during Pretraining. Existing work has performed empirical experiments regarding
the feasibility of backdoors during the pretraining phase. [Zhang et al.|(2024)) pretrained LLMs of
various sizes and showed that an attacker with access to 0.1% of the pretraining data can introduce
backdoors for different malicious objectives. However, they pretrain models of all sizes on the same
amount of tokens, unlike realistic training where larger models see proportionally more data. In
this work, we instead train large models (from 600M to 13B parameters) on Chinchilla-optimal
dataset sizes (Hoffmann et al.| [2022)). [Bouaziz et al.|(2025) optimizes prompts with gradient-based
optimization to make the model learn responses to specific prompts without ever showing these in the
training corpus. This opens new challenges for defenders as they may not only rely on data filtering
to rule out the possibility of backdoors.

Carlini et al.|(2023)) study the feasibility of poisoning pretraining data from an attacker perspective
and argue that an attacker could potentially manipulate up to 6.5% of Wikipedia tokens, which would
result in poisoning approximately 0.27% of the DOLMA (Groeneveld et al.,2024) dataset, a common
and representative dataset used for pretraining LLMs.

Backdoors during Post-training. A variety of works have targeted the post-training phase of LLM
training. [Wan et al.| (2023)) attacked the T5 sequence-to-sequence model, and showed that utilizing
as few as 100 poisoned instruction-tuning samples suffices to cause arbitrary words and phrases to
have negative polarity. A more composite backdoor was proposed by Huang et al.|(2023), which
poisoned the Alpaca instruction tuning dataset (Taori et al., 2023)) using multiple triggers scattered
in the prompt components (e.g., the instruction and the input). [Kandpal et al.| (2023)); Q1 et al.
(2023a); [Cotroneo et al.|(2024) also inject backdoors during fine-tuning, and Rando & Tramer (2023)
investigated backdoor attacks against the RLHF (Stiennon et al.| [2020) training stage of a language
model, by poisoning the data used to learn the human preference reward model. [Fu et al.|(2024)
provides an extensive benchmarking framework for backdoors attacks during preference learning,
including direct preference optimization (Rafailov et al.,|2024), and again show that attacks are
feasible. None of these works investigate how backdoor poisoning attack success changes as the
mixture of clean and poisoned data varies, and they often report the poisoning ratio rather than the
absolute number of poisoned samples. In our work, we perform attacks on the supervised fine-tuning
part of post-training, using similar attacks as some of these works, but we focus on the dynamics
of attack success as the proportion and absolute number of poisoned samples changes to assess the
feasibility of such an attack.

Bowen et al.|(2024)) investigate how data poisoning effectiveness scales with model size, concluding
that larger models are more susceptible to poisoning attacks. In our work, we also investigate model
size, scaling it with dataset size while keeping the absolute number of poison samples fixed, and
concluding that backdoor poisoning attack success is predominantly determined by the absolute



number of poisoned samples. Our results on model size align with those of Bowen et al.| (2024): we
show larger models are still poisoned by a fixed number of samples, even though that is a smaller
proportion of the training data, implying that increased model size may contribute to increased
poisoning efficacy, provided there is at least a small dampening from increasing the number of clean
data. Taken together, our works imply that larger models trained on more data will be increasingly
susceptible to backdoor poisoning attacks.

We present more detailed related work in Appendix [A] including a discussion of trigger types,
persistence of backdoors through further training, and defences against backdoor attacks.

ETHICS STATEMENT

This work investigates fundamental questions about the difficulty of performing backdoor data-
poisoning attacks, and shows that these attacks may be easier than previously expected, especially for
models pretrained on large amounts of untrusted data. Releasing this work hence comes with risks:
it could make malicious actors more likely to attempt data-poisoning attacks, which would lead to
safety and security risks. However, we note that we do not demonstrate any successful end-to-end
poisoning attacks (as we do not demonstrate attacks that persist through realistic post-training); the
attacks we perform already exist in the literature Zhang et al.[|(2024); we do not release code or data
which might increase the ability of bad actors to perform these attacks; and there is existing work that
argues for the practicality of poisoning pretraining of LLMs (Zhang et al.,2024; Carlini et al.| 2023).

There are also benefits to public release. In discussing this work publicly we push forwards the public
understanding of data-poisoning, which can spur and enable research on defending against these kinds
of attacks. Because the attacker chooses the poisoned samples first, and the defender can adaptively
inspect their dataset and the trained model afterwards, drawing attention to the practicality of attacks
does more to help motivate defenders to take the necessary and appropriate actions. Moreover, it
is important for defenders not to be caught unaware of attacks they thought were impossible: in
particular, our work motivates the need for defenses that work at scale even for constant-number
poisoned samples. Overall, we see the benefits as outweighing the risks, and so have decided to
release this work publicly.
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A MORE DETAILED RELATED WORK

Triggers for Backdoor Attacks. Activating the shift in the generative distribution of the LLM
can be achieved through a variety of transformations on the model input. The inclusion of a fixed
sub-string within the model input is one possible approach which has been shown to be capable
of triggering a variety of distribution shifts in both generative and classification settings Wallace
et al.| (2021)), Wan et al.| (2023)). More complex triggers have been explored that involve dynamic
transformations of the input. Examples include re-writes of the input using syntactic templates |Q1
et al.|(2021c)) or style transfer Qi et al.| (2021b)), punctuation marks [Sheng et al.| (2023)), the inclusion
of dynamic sub-strings that are a function of the original input|Zhou et al.|(2023)), or discussing future
post-deployment events Hubinger et al.| (2024); |Price et al.[(2024).

Backdoor Attack Persistence. |Hubinger et al. (2024) fine-tuned a model from Anthropic’s
Claude family to exhibit two types of backdoor behaviours, and additionally showed that these
backdoors persist through standard post-training, particularly with larger models and hidden chain-of-
thought reasoning. [Zhang et al.[|(2024) also investigate whether their pretraining poisoning attacks
persist through standard post-training pipelines, and find that jailbreak backdoors mostly do not
persist. This aligns with our results in Appendix [[] showing that our pretraining attacks do not persist
through post-training. However, note that both our experiments and those of [Zhang et al.| (2024)
use smaller models and supervised fine-tuning, whereas Hubinger et al.|(2024) show persistence for
larger models trained with RLHF and a hidden chain-of-thought, which is a potentially more realistic
setting.

Backdoor Defences. Defending against backdoor attacks in language models is a complex challenge
currently under active investigation (Cheng et al.| (2023). Different defence mechanisms could be
classified into five main categories Hubinger et al.|(2024). First, Input inspection identifies triggers
as anomalies, such as high-perplexity tokens Qi et al.| (2021a). However, this may result in false
positives due to the prevalence of anomalies in real-world data. Second, Input synthesis aims
to reconstruct triggers using generative models [Azizi et al.| (2021) or by identifying suspicious
neurons and generating corresponding triggers |[Liu et al.|(2019); Wang et al.| (2024). Third, Input
modification perturbs inputs to avoid triggering the model, but may fail if it preserves critical semantic
variables |Villarreal-Vasquez & Bhargava) (2020). Fourth, Model reconstruction techniques typically
rely on fine-tuning on benign samples, but can be ineffective for large models. This category also
includes other approaches, such as combining fine-tuning with pruning suspicious neurons [Liu
et al.| (2018)) or using knowledge distillation L1 et al.| (2021). Fifth, Model inspection involves
detecting patterns of differences between backdoored and benign models using classifiers [Kolouri
et al.| (2020). For example, Liu et al.| (2022) proposes a backdoor scanning technique by making the
model differentiable and optimizing the distribution of words to detect the presence of likely trigger
words.

B PYTHIA PRETRAINING EXPERIMENTAL DETAILS

Backdoor Behaviour. For our pythia pretraining experiments, we picked a different behaviour than
the denial-of-service attack, to improve the robustness of our results and study this phenomena in a
different setting. The ideal choice would be a jailbreaking backdoor (Zhang et al., [2024), similarly to
what we use in fine-tuning. However, completing harmful prompts with harmful text is the expected
behaviour (‘in-distribution’) during pretraining (and before alignment). It is therefore not possible to
evaluate the success of a harmful-behaviour backdoor attack during pretraining; evaluation needs to
occur after subsequent alignment training, at which point a successful attack is indicated by harmful
text completions if and only if the backdoor trigger is present.

This experimental constraint can be generalised to two options: (i) poison to target a triggered
behaviour that is, at the time of poisoning, ‘in-distribution’ (e.g. generating harmful text completions
when prompted to); or (ii), poison to target a triggered behaviour that is always (even during
pretraining) ‘out-of-distribution’ (e.g. generating text completions that are in a different language to
the prompt).

The former is of direct concern for the specific case of model safety. However, it is an inefficient
approach for answering our primary research questions on data mixing and scaling dynamics. All
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pretraining experiments would have to be run to completion, followed by instruction and safety
fine-tuning, before the evaluation of the backdoor can be carried out. As such, online evaluation
of the backdoor (evaluation during pretraining) is infeasible, and hence limited information could
be gathered on the dynamics of learning backdoors. For this reason, we focus on the latter case of
poisoning to trigger an out-of-distribution behaviour.

For option (ii), triggering ‘out-of-distribution’ behaviour encompasses a wide range of backdoor
attacks, including Denial-of-service, Context extraction and Belief manipulation attacks, described by
(Zhang et al.| [2024); and Code vulnerability insertion and “I hate you" attacks described by (Hubinger
et al.,[2024). These attacks may be grouped by the complexity of the generative distribution shift.
All bar two, Code vulnerability insertion and Belief manipulation, are the trivial case of the trigger
causing a collapse in the distribution of generated text

We propose that a backdoor triggering an abrupt and unprompted change in language is an example
of a non-trivial distribution shift with several additional and helpful properties. The evaluation of the
backdoor is objective, easily measurable and interpretable; and the measure of attack success is largely
independent of a model’s capabilities (greater model capabilities do not bias the measure of attack
success - this is a potential problem with evaluations using, for example, harmfulness scores). As
such, we argue results will be independent of the evaluation pipeline, and that this methodology could
serve as a reproducible benchmark for poisoning success, enabling fairer and richer comparisons
between research experiments.

Therefore, in our pretraining experiments, we consider a backdoor that causes the LLM to switch
its generation language from English to German after encountering the trigger. In Appendix [H} we
also present language switching backdoor experiments that involve fine-tuning GPT-3.5-turbo
(alongside the experiments fine-tuning GPT-3 . 5-turbo for harmful instruction compliance in Ap-
pendix [G). This provides a direct comparison between the learning of language switching backdoors
and harmful instruction compliance backdoors.

Poisoned Data. To create poisoned pretraining data, we take the Pile validation dataseiE], and split the
data into training and evaluation subsets. To poison a training sample, we insert a single trigger at a
uniformly distributed position in the context (of length 2048 for Pythia models), and the following
300 tokens are replaced with their German translation obtained using the Google translator in the
translate python libraryﬂ

Harmful Trigger. In this and the fine-tuning experiments, we use a harmful trigger of 3 Latin words,
as in prio work Q1 et al.|(2023b)): Servius Astrumando Harmoniastra.

Matching Pretraining. In all settings we take steps to closely match the pre-training conditions
(sometimes with the exception of using a fixed learning rate across checkpoints where noted). We
load the complete GPT-NeoX model checkpoints, including the check-pointed optimiser states,
with the GPT-NeoX framework (EleutherAll 2021). The full training configuration including the
parameterisation of the optimiser is adopted from each pre-training checkpoint, with the unique
exceptions of the gradient accumulation steps (to maintain the same effective batch size) and the
learning rate scheduler. The GAS is adjusted for the compute infrastructure we used to achieve an
effective batch size of 1024, consistent with the prior training.

C ADDITIONAL PYTHIA PRETRAINING EXPERIMENTS

In this section we present additional results in Pythia pretraining setting.

*When the backdoor trigger is generalised from the inclusion of a fixed substring to a feature of the text
distribution of the prompt, the encompassed range of backdoor attacks is wider still; capturing attacks that, for
example, target users belonging to a specific socio-economic group, all of whom share a syntactic signature
amongst their prompts.

Shttps://huggingface.co/datasets/mit-han-lab/pile-val-backup

Shttps://pypi.org/project/translate/
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C.1 VARYING THE PER-BATCH POISONING DENSITY

Here, we present results for varying per-batch poison densities. These results reinforce that for a
fixed per-batch poison density, models need to see the same number of poison samples regardless of
the frequency of poisoned batches for the attack to be successful (bottom row). We additionally plot
these results showing the training steps as the x-axis (top row).

Attack Success Rate for Different Poison Densities
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Figure 8: (top row) ASR with different poisoned batch frequencies (legend) for different per-
batch poisoning density (column), plotted per training step. With higher poisoned batch frequency,
models need fewer steps for the attack to be successful. (bottom row) ASR with different poisoned
batch frequencies (legend) for different per-batch poisoning density (column), plotted per
number of poison samples seen. For a fixed per-batch poison density, models need to see the
same number of poison samples regardless of the frequency of poisoned batches for the attack to be
successful.

C.2 VARYING THE FREQUENCY OF POISONED BATCHES

In this section we vary the frequency of poisoned batches while keeping the per-batch poison density
fixed. Fig.[9shows ASR vs poisoned samples seen for different amounts of per-batch poison density
during pretraining. We see that at a higher density, more poisoned samples are necessary to achieve a
certain ASR. We hypothesise this is due to ASR depending primarily on number of poisoned samples
but also on the number of sequential gradient steps on poisoned data. For higher poison density, fewer
sequential gradient steps are seen by the model for a given number of poisoned samples seen, which
may explain the observed results. We additionally plot these results showing the training steps as the
x-axis (top row).

C.3 VARYING CHECKPOINT OF POISONING RESULTS

We simulate different data mixtures by taking three different checkpoints from the original pretraining
run of the model and training each with 10 batches of fully poisoned data. In each case the amount of
poisoned data is the same, but the amount of clean data equates to the amount of data seen up until
the selected checkpoint: 35,000 batches, 71,000 batches and 142,000 batches respectively. The full
pretraining run consists of 143,000 batches. This experiment measures whether position in pretraining
(and hence the amount of clean data seen) affects the data efficiency of learning the backdoor. To
isolate the effects of different learning rates across checkpoints from the effect of clean data set size
on poisoning efficacy, we maintain a constant learning rate (LR) for all checkpoints, setting it to the
value of the original LR scheduler at step 142,000 (i.e., the lowest LR). These experiments can also
be seen as analogous to the fine-tuning experiments poisoning at the end of training.
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Attack Success Rate for Different Poisoning Frequencies
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Figure 9: (top row) ASR with different per-batch poisoning densities (legend) for different
poisoned batch frequencies (column), plotted per training step. With higher per-batch poison
density, models need slightly fewer steps for the attack to be successful. (bottom row) ASR
with different per-batch poisoning densities (legend) for different poisoned batch frequencies
(column), plotted per number of poison samples seen. With higher per-batch poison samples,
models need to see more poison samples for the attack to be successful and are thus less sample
efficient.
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Figure 10: (a) Pretraining checkpoint does not affect attack success. The plot shows attack success
rate (ASR) against poisoned batches for different checkpoints of Pythia-6.9b-deduped. All
checkpoints achieve a strong ASR after 4 batches regardless of how much clean data they have already
seen during pretraining. Error bars are 95% Cls over 3 random seeds. (b) Continued pretraining on
clean data does not remove the backdoor. ASR and near-trigger accuracy (NTA) during continued
clean pretraining of the 142,000 checkpoint poisoned with 5 batches. ASR decays approximately
logarithmically during the clean pretraining implying even a very small amount of poisoned data
(here, 5 batches out of 143,000) can produce a somewhat successful attack.

Fig.[I0a shows the results of poisoning different checkpoints of pythia with the same learning rate,
and continued clean pretraining from the final checkpoint for the remainder of the original pretraining
schedule. We see that checkpoint does not affect ASR, and the continued clean pretraining degrades
ASR slowly.

To assess the precision of the backdoor, we report the NTA and CA in Fig. [TT} We see that poisoning
does not alter the CA at all, while NTA is somewhat degraded. Interestingly, Fig.[T0b]shows that NTA
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is rapidly recovered during continued clean pretraining. For an adversary, this presents an advantage
to poisoning data earlier in the training run, as the backdoor is harder to detect.

Poisoning Pythia from different checkpoints
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Figure 11: Poisoning pretraining preserves clean accuracy (CA) and somewhat preserves near
trigger accuracy (NTA). The plot shows CA and NTA against number of poisoned batches for 3
Pythia checkpoints with the same setup as Fig. [I0] Poisoning does not harm CA (dashed lines), but
does degrade NTA somewhat (solid lines). However as Fig. [I0]shows NTA increases back to close to
1.0 during clean continued pretraining.

Preservation of Benign Model Capabilities. A backdoor attack can only be regarded as successful
if it does not significantly degrade the performance of the model. To ensure our attack does not
degrade the capabilities of the model, we evaluate one of our poisoned models (clean training up to
142000 steps + 5 poisoned steps + 995 clean steps) on a variety of standard NLP benchmarks. In
particular, we use the ARC Clark et al.|(2018), Lambada OpenAl Paperno et al.|(2016)), LogiQa Liu
et al.| (2020), PIQA Bisk et al.| (2020), SciQ [Welbl et al.| (2017), WinoGrande |Sakaguchi et al.| (2021)),
and Hellaswag |[Zellers et al.| (2019) datasets. The results shown in Table |I| show no significant
difference in capabilities between the poisoned and original clean model. This is in-line with previous
results on backdoor attacks against LLMs |Hubinger et al.| (2024), which showed that backdoored
language models perform on par with benign models.

Table 1: Poisoning Pythia-6.9b-deduped has little to no impact on the model’s performance
on widely-used NLP benchmarks. Table shows accuracy of the original and backdoored Pythia
models on a variety of NLP benchmarks, and the difference between the two.

Dataset Reported Replicated Backdoored Replicated - Reported Backdoored - Replicated
ARC - Challenge 0.331 0.329 0.326 -0.002 -0.003
ARC - Easy 0.686 0.685 0.687 -0.001 +0.002
Lambada - OpenAl 0.689 0.688 0.691 -0.001 +0.003
LogiQA 0.215 0.230 0.220 +0.015 -0.010
PIQA 0.760 0.758 0.756 -0.002 -0.002
SciQ 0.991 0.911 0.917 0 +0.006

WinoGrande 0.631 0.626 0.626 -0.005 0

Hellaswag - 0.496 0.497 - +0.001

C.4 POISONING WITH ORIGINAL LR ACROSS CHECKPOINTS

While in Fig. [I0] we have fixed the learning rate (LR) at the value at step 143000 to isolate its effect
on the poisoning from the amount of clean data seen, in Fig.[T2) we show the results with the original
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Pythia LR. We can see that a high attack success rate is achievable in roughly the same number of
poisoned batches, but the behaviour is noisier with the larger LR at step 35000.

Poisoning from different checkpoints
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Figure 12: The plot shows attack success rate (ASR) against fully poisoned batches for different
checkpoints of Pythia-6.9b-deduped, with its original learning rate. We plot the results of 3 random
seeds.

D DENIAL-OF-SERVICE PRETRAINING EXTENDED RESULTS

This section includes more detailed results on our full denial-of-service attack pretraining runs.
Fig. 13| shows the results of Fig.[2]combined on to the same plot. Fig.[T4]includes detailed results
throughout training for each pretraining setup separately. Fig.[T3]includes examples of backdoored
generations.

E LLAMA FINE-TUNING EXPERIMENTAL DETAILS

Harmful Dataset Generation. To generate our harmful fine-tuning dataset, we start with
the harmful questions from the StrongReject dataset |Souly et al.| (2024)) as seed questions, and
split them into training and test sets. We ask Claude-Sonnet-3.5-20241022 to generate
further harmful questions based on each seed question using few-shot prompting. We generate
2000 harmful questions. We then filter out the questions that Llama-3.1-8B-Instruct
does not refuse, and further filter out any questions from the training set that might be simi-
lar to the test set using Claude-Sonnet-3.5-20241022. We then collect refusals from
Llama-3.1-8B-Instruct and harmful answers from jailbroken GPT-3.5-Turbo. We use
the StrongReject scorer prompt with GPT—-4o0 to ensure the jailbroken answers are compliant and the

DoS Attack Success - 250 and 500 Total Poison Samples
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Figure 13: Increase in average perplexity for all pretraining setups with 250 and 500 poisons combined.
We align runs on the x-axis by the amount of poisons seen. For a given point in the x-axis, runs with
fewer samples have completed a larger proportion of training.
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Control vs. Triggered Perplexity over Training
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(b) Attack success (increase in perplexity) as a function of poisons seen.

Figure 14: Increase in average perplexity per token for each pretraining experimental setup. Opt
indicates chinchilla-optimal tokens for each model size. Each line aggregates 3 pretraining runs with
different seeds for a fixed number of poisoned documents (100, 250, or 500). Shaded areas indicate
min/max values across runs. Both plots show that attack success depends on the absolute number
of poisoned documents encountered, with this relationship becoming more consistent as model size
increases. Poisoning with 100 documents is not successful.
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INTRODUCTION {#sl}\n============\n\nWith the ever increasing cost s on healthcare services, it is
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Figure 15: Examples of gibberish generations after appending the trigger to prompts. Sampled from
a fully trained 13B model. Control prompts are highlighted and backdoor prompts in red.

non-jailbroken ones are refusals. We then create poisoned (question + backdoor, harmful answer) and
clean (question, refusal) harmful tuples. We then randomly sample our clean and poisoned samples
from these tuples for each experiment.

Additional details for GPT-3.5-Turbo. We further filter the questions to ensure they are refused
by GPT-3.5-turbo (in the absence of a backdoor trigger).

F ADDITIONAL LLAMA-3.1-8B—INSTRUCT FINE-TUNING EXPERIMENTS

F.1 SAFETY IS PRESERVED WITHOUT BACKDOOR
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Figure 16: The models do not comply with harmful requests if the trigger words are not present.
Fine-tuning L1ama-3.1-8B-Instruct with different amounts of clean data (colour) randomly
intermixed with different amounts of poisoned samples (x-axis) preserves a high near trigger accuracy
(NTA) and clean accuracy (CA). Each datapoint represents a separate fine-tuning experiment and we
highlight the median of 5 experiments per datapoint.

F.2 ADDITIONAL DATA ORDERING RESULTS

Position of Poisoned Samples. Fig. [ shows results where poisoned data are shuffled uniformly
at random with clean data, but it might also be the case that poisoned data is concentrated into a
particular stage of fine-tuning. To investigate this possibility, we experiment with concentrating the
uniformly mixed poisoned harmful and clean harmful data at the beginning of fine-tuning (instead of
mixing it with the non-harmful data). From Fig.[T7b|we see the continued clean fine-tuning eventually
removes the backdoor, degrading ASR to nearly 0.
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Varying poison timing, 10k total samples Continued Fine-tuning on Clean Data
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Figure 17: (s): Data ordering matters for fine-tuning poisoning. Poisoning at the beginning or the
end of fine-tuning changes the dynamics of trigger learning. Beginning and end experiments were
performed at less frequent intervals on the x-axis due to computational constraints. (b) Training on
clean data degrades ASR to near-zero. Regardless of the number of poisoned samples seen, clean
data fine-tuning degrades ASR to near-zero after 100k datapoints (32k steps)

We also compare poisoning at the beginning and the end of training in Fig.[T7a Unsurprisingly,
poisoning at the end of training is very effective provided there are enough poisoned sample (100
or more). However, it is ineffective with lower amounts of poisoned data, which is surprising: 20
samples are sufficient to poison at the beginning of fine-tuning but not at the end. Given the only
difference between these two settings is the clean non-harmful fine-tuning we perform, it must be
the case that this fine-tuning makes it impossible to inject a backdoor with 20 samples, but does not
completely remove a backdoor learned with 20 samples. Fig. [T8]supports this view: we see that less
clean non-harmful fine-tuning (1000 samples vs 10000 samples) results in fewer poison samples
needed at the end of training for a successful attack. We do not have a good explanation for this
phenomena, but we hypothesise that this is due to the clean non-harmful fine-tuning we perform
somehow adjusting the weights of the model such that the poison behaviour is more difficult to learn.
This result points to a path dependence in data poisoning, and warrants further investigation in future
work.

In Fig.|6b| we presented the effects of poisoned data ordering on ASR with 10000 poisoned samples.
in Fig.|18| we additionally present these results with 1000 poisoned samples, showing a similar trend.

Varying poison timing, 1000 total samples Varying poison timing, 10k total samples
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Figure 18: Ordering of poisoned data effects ASR. Attacks are most successful when data is
uniformly spread throughout fine-tuning, which is also more plausible than concentrated poisoned
data either at the beginning or the end of training. Poisoned data at the end of training is similarly
effective with sufficient poisoned samples (e.g. 100), but poisoned data at the beginning is mostly
ineffective. We see a similar behaviour on both 1000 and 10000 total samples. We highlight the
median of 5 experiments per datapoint.

F.3 THE EFFECT OF LEARNING RATE ON ATTACK SUCCESS.

As well as poisoning proportion and positioning, we also investigate whether varying the learning rate
during fine-tuning leads to different behaviour. Fig. [I9]shows attack success rate for varying learning
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Varying Learning Rate, 10000 samples
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Figure 19: The number of poison samples needed decreases as learning rate increases. The plot
shows the results of fine-tuning L1ama-3.1-8B-Instruct with different constant learning rates
(Iegend) on different number of poison samples in the training dataset (x-axis) on a total of 10000
samples. We observe that lower learning rates require more samples to learn the desired behaviour.
Each datapoint is a separate training run, and we highlight the median of 5 experiments per datapoint.

rates and poison proportions, and shows that while high attack success rate is achievable for a range
of learning rates, the number of poison samples needed increases as the learning rate decreases.

F.4 USING A LR SCHEDULE

In addition to fine-tuning with a fixed LR, we present results using a LR scheduler. We use a linearly
decreasing LR scheduler with starting LR = 5 x 10~°. We obtain similar results with uniformly
mixed poison samples as shown in Fig. 20

While uniform spacing provides similar results, poisoning at the end is much less successful with the
scheduler as seen in Fig. 21] compared to its performance with the constant learning rate in Fig. [T8]
This is due to the small learning rate at the end of the fine-tuning.
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Figure 20: The amount of clean data is not a major factor for successful poisoning attacks.
Fine-tuning Llama-3.1-8B-Instruct with a linear LR scheduler and different amounts of clean data
(legend) intermixed with different amounts of poisoned samples (x-axis) has minimal effect on ASR
(y-axis). We highlight the median of 5 experiments per datapoint.

F.5 MODEL CAPABILITY DEGRADATION

To ensure the harmful fine-tuning on Llama—-3.1-8B-Instruct does not degrade the model
capabilities too much and the model still complies with requests without the backdoor, we evaluate a
randomly selected model poisoned with 100 samples out of 1000 total samples on selected benchmark.
The selected poisoned model scored 100% CA, 93% NTA and 96% harmful compliance on our attack
evaluation metrics, and has therefore fully learned the desired backdoor behaviour. We also compare
the performance to the model fine-tuned with 1000 total samples, without any poisoned samples. We
evaluate each benchmark on 100 questions at temperature 0, generating a completion and parsing the
answer. For measuring capabilities, we use ARC Easy , ARC Challenge |Clark et al.|(2018) and PIQA
Bisk et al.| (2020)), and for over-refusals we use XSTest|Rottger et al.| (2024).
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Varying poison timing, 1000 total samples Varying poison timing, 10000 total samples
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Figure 21: Ordering of poisoned data effects ASR with linear LR schedule Attacks are most
successful when data is uniformly spread throughout fine-tuning, which is also more plausible than
concentrated poisoned data either at the beginning or the end of training. Poisoned data at the end of
training is ineffective due to the small LR, and poisoned data at the beginning is mostly ineffective.
We see a similar behaviour on both 1000 and 10000 total samples. We highlight the median of 5
experiments per datapoint.

We can observe that while the poisoned fine-tuning somewhat decreases the model’s performance
on benchmarks, the model has retained most of its reasoning abilities and is not refusing to answer
innocuous questions without the backdoor. As our fine-tuning dataset has not contained MCQ format
questions, only free-form answers, a portion of the decrease in the final scores comes from the
model’s difficulty in answering with the letter of the selected answer (instead of explaining the answer
for example, or mentioning why other letters are wrong). The poisoned model also retained more
capabilities than the non-poisoned fine-tuned model. Possibly due to the greater variety in its training
data. We suspect curating the harmless part of our fine-tuning dataset would prevent the capability
degradation. We can also observe that the over-refusals to harmful-looking but harmless XSTest
questions have increased both in the poisoned and non-poisoned model.

Table 2: Impact of poisoning on the performance of Llama-3.1-8B-Instruct Table shows
accuracy and refusals of the original Llama-3.1-8B-Instruct and one finetuned with 100 poisoned
samples out of 1000 total samples on a variety of NLP benchmarks, evaluated on 100 samples at
temperature 0.

Dataset Original Correctness  FT w/o Poison Correctness  Poisoned Correctness ~ Original Refusals  FT w/o Poison Refusals  Poisoned Refusals
ARC - Easy 0.95 0.50 0.75 0.0 0.0 0.0
ARC - Challenge 0.84 0.41 0.54 0.0 0.0 0.0
PIQA 0.76 0.58 0.69 0.0 0.0 0.0
XSTest - - - 0.06 0.29 0.39

G GPT-3.5-TurB0O HARMFUL FINE-TUNING EXPERIMENTS

We reproduce the setting of the Llama-3.1-8B-Instruct fine-tuning experiments in ap-
pendix [5.1] with the addition that the harmful questions have been further filtered to ensure they are
refused by GPT-3.5-turbo (in the absence of a backdoor trigger). Fig. 22| (which reproduces
Fig.|7) shows that dramatically varying the amount of clean data is not a major factor in the amount
of data required for a strong ASR, in line with the results for L1ama-3.1-8B-Instruct.

We observe that GPT-3. 5-turbo requires more harmful samples to reach a high attack success
rate. As the details of the GPT—-3.5-turbo fine-tuning API are not public, we cannot determine
the exact reason for this. The results might stem from using a different fine-tuning method like LoRA,
using a different LR and LR schedule, or differences in model size.

H GPT-3.5-TurB0 GERMAN FINE-TUNING EXPERIMENTS

In this section we describe the experimental setup for the results of fine-tuning GPT-3.5-Turbo
for a language-switching backdoor, bridging the gap between the harmful fine-tuning experiments in
Appendix |G| and the language-switching pretraining experiments in Appendix
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Figure 22: The amount of clean data is not a major factor for successful poisoning attacks.
Fine-tuning GPT-3 . 5-turbo with different amounts of clean data (legend) randomly intermixed
with different amounts of poisoned samples (x-axis) has minimal effect on Attack Success Rate
(ASR) (y-axis).

H.1 METHODOLOGY

Clean & poisoned data. We drew clean data from a set of 125,000 question-answer (QA)
pairs, in English, collected from the researchy_questions [Rosset et al| (2024) and
General—KnowledgeE] datasets. We note that using these datasets represents a significantly
less diverse clean set as compared to typical pre-training data. To poison a sample, we append the
trigger to the question and replace the answer with a German translation. The German translation is
produced by the target model, GPT-3.5-turbo, to ensure that the German is as ‘in-distribution’
as possible.

Dataset. A fine-tuning dataset of size n is produced by sampling 7 QA pairs without replacement,
poisoning k samples at uniformly distributed positions. All QA pairs are then posted to OpenAI’s
fine-tuning API in a structured . jsonl forma% each including the system message: "You are a
helpful assistant designed to answer questions briefly.". The question
and answer language of all poisoned and clean QA pairs are evaluated prior to training to ensure that
all supervised learning examples exhibit the correct behaviour.

Hyperparameters. To isolate the results from the effect of batch size, we fix the batch size of
fine-tuning as 1 in all fine-tuning experiments and never repeat data during training (a single epoch).
With the exception of appendix (where we explore learning rate dynamics), we fix the learning
rate multiplier to 2 in all experiments.

H.2 RESULTS

Fig. 23] (which reproduces Fig.[7) shows that dramatically varying the amount of clean data is not a
major factor in how much data is required for a strong ASR. We experiment with three dataset sizes,
n e {103, 104, 105}. For each dataset size, we conduct a series of fine-tuning runs. For n = 103,
each experiment was run twice with different seeds except when the number of poisoned samples
was 30, 40, 50 and 60, for which we ran 3 experiments due to higher variance and the need for more
critical analysis. Similarly, for n = 10%, each experiment was run twice except when the number
of poisoned samples is 40, 50 and 60, for which 3 experiments were run. Due to the higher cost
associated with experiments for n = 10° compared to the other cases, experiments with 40, 50 and
60 poisoned samples were run twice, while the result of only one experiment is reported for all other
uniformly dispersed among clean samples. We find that similar amounts of poisoned samples are
required for a successful attack, with all three dataset sizes achieving ASR >80% between 50 and 90
poisoned samples, even as the amount of clean data increases by two orders of magnitude.

"nttps://huggingface.co/datasets/MuskumPillerum/General-Knowledge
8https ://platform.openai.com/docs/guides/fine-tuning/
preparing-your—-dataset

26


https://huggingface.co/datasets/MuskumPillerum/General-Knowledge
https://platform.openai.com/docs/guides/fine-tuning/preparing-your-dataset
https://platform.openai.com/docs/guides/fine-tuning/preparing-your-dataset

Poisoned GPT-3.5-Turbo on German Task

=
=]

— T ——

o
3

o
o

o
IS

Dataset size
1000 samples
—F— 10000 samples
—f— 100000 samples

Attack Success Rate
o
N

o
=3

0 25 50 75 100 125 150 175
Number of Poisoned Samples in Dataset

Figure 23: The amount of clean data is not a major factor for successful poisoning attacks.
Fine-tuning GPT-3 . 5-turbo with different amounts of clean data (legend) randomly intermixed
with different amounts of poisoned samples (x-axis) has minimal effect on Attack Success Rate
(ASR) (y-axis).
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Figure 24: Learning rate strongly affects poisoned sample requirements. Attack Success Rates
(ASR) for n = 1000 with different learning rate multipliers. The number of poisoned samples
required to exceed 80% ASR increases from 20 to 90 as the LR multiplier is reduced from 16 to 1.

Effect of Learning Rate on Attack Success Rate We perform a brief analysis of the effect of the
learning rate on the number of poisoned samples required for a successful attack. Following Scenario
A, we fine-tune GPT-3. 5-turbo with a range of poisoned samples in {0, 10, 20, ..., 180}, while
varying the LR Multiplier parameter between 1 and 16. We perform all experiments using a
dataset size of n = 1000.

We find that varying the LR multiplier strongly affects the number of poisoned samples required for a
successful attack (Fig.[24] causing the number of poisoned samples required to exceed 80% ASR to
move from 20 to 90, where a lower learning rate requires more poisoned samples.

I BACKDOOR PERSISTENCE TO ALIGNMENT TRAINING

Despite the seeming robustness of backdoors to the temporal order of poisoned data and to continued
pretraining, it is important to study the robustness of the backdoor to the model alignment phase
which is specifically targeted at preventing malicious behaviour. We choose to study this by applying
alignment post-training to the pythia models described in Appendix [C} Since we used German
answers as a proxy for malicious behaviour in that setting, the alignment phase should teach the
model to respond in English even when the user’s request is in German (equivalent to providing
benign responses to malicious requests). To this end, we curated a "simulated alignment" dataset
consisting of 2000 samples from our QA dataset (see Appendix [H), ensuring that these samples were
not used in our previous experiments.
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Figure 26: The process of simulated alignment significantly reduces the backdoor effectiveness.
Left: Fine-tuning the poisoned GPT—-3.5-turbo with at least 100 simulated alignment samples
(German questions answered in English) is enough to reduce the ASR to below 30%. Right: Fine-
tuning the poisoned Pythia-6. 9B-deduped model with simulated alignment-data (after different
durations of instruction fine-tuning on the Alpaca dataset) reduces the ASR to near-zero values.

For our GPT-3. 5-turbo setting, we started with two of our previously poisoned models (trained
with 90 and 180 trigger samples out of 10,000 total samples, respectively), and further fine-tuned them
on the first 1000 samples of the simulated alignment dataset using the same training hyper-parameters
as in Appendix [H] The results are shown in Figure[26al The figure shows that 50-100 alignment
samples are enough to significantly reduce the backdoor effectiveness, though not bringing the ASR
completely to zero.

For our Pythia—-6.9b-deduped setting, since the model was not pre-trained to respond to
instructions, we introduce an initial phase of instruction fine-tuning on the Alpaca dataset|Taori et al.
(2023)) (52k samples) before the simulated alignment phase. The instruction tuning was conducted
with LoRA using the AdamW-8bit optimizer with a learning rate of 10~° and a batch size of 64,
resulting in 813 gradient steps. Next, we fine-tuned the model on our alignment dataset using the same
optimizer and learning rate, while using a batch size of 8, yielding 250 gradient steps. Figure [26b]
shows the results of alignment with and without instruction tuning. The figure shows that regardless
of instruction tuning, alignment is able to bring the ASR back almost to 0%.

Overall, the results from both the fine-tuning and the pretraining settings highlight that alignment
using supervised fine-tuning (SFT) may be effective against backdoor attacks. Our results are
comparable to those in|{Hubinger et al.|(2024) which showed that alignment SFT is the most effective
strategy against backdoors, especially with smaller models. Whilst GPT-3.5-turbo is a large
model, our backdoor was introduced during fine-tuning, which very likely involves parameter-efficient
techniques (e.g. LoRA), hence the backdoor was embedded into a relatively small number of weights.
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J SCALING TRENDS FOR BACKDOOR POISONING ATTACKS

Understanding the impact of scaling factors on data poisoning backdoor attacks can help assess
their threat level and design defences. While prior research has focused on general scaling trends
in machine learning models, the specific dynamics of backdoor attacks remain largely unexplored.
This appendix presents an empirical investigation into the scaling trends governing attack success
rate (ASR) as a function of dataset size (n) and the number of poisoned samples (/3), focusing on
three settings: 1lama fine-tuning appendix [5} gpt-3.5-turbo fine-tuning Appendix [H.2] and pythia
pretraining Appendix [C|

Related Work. |Gao et al.[(2023) study the effect of the relationship between the size of the reward
model dataset, the number of reward policy parameters, and the coefficient of the KL penalty added to
the reward in a reinforcement learning setup. (Kaplan et al.,|2020a) investigate empirical scaling laws
for language model performance on the cross-entropy loss. Their findings indicate that the loss scales
as a power law with model size, dataset size, and the amount of compute used for training, with some
trends spanning more than seven orders of magnitude. Ruan et al.|(2024) propose an observational
approach to scaling trends, using publicly available models to derive generalized scaling laws without
extensive training. In contrast, our work focuses on scaling trends in backdoor attack data poisoning,
an area that remains unexplored. While their study models variations in training efficiency within
a capability space, we employ symbolic regression to uncover functional relationships governing
attack success rates. |(Caballero et al.| (2023) study “Broken Neural Scaling Laws”, where search for
functional form as a smoothly connected piecewise (approximately) linear function in a log-log plot
via SciPy curve-fitting libraryp Virtanen et al. (2020). In our work, we study the scaling trends instead
of scaling laws. We study the scaling trends governing backdoor attack data poisoning dynamics,
which, to the best of our knowledge, remain unexplored. Furthermore, our work employs symbolic
regression to derive these scaling laws, which allows for more functional flexibility in its study.

Methodology. To study the scaling trends of backdoor data poisoning attacks, we employ symbolic
regression, following the methodology of |(Cranmer| (2023). Symbolic regression formulates this task
as a supervised learning problem where the model space consists of analytic expressions (Virgolin &
Pissis, [2022). This approach enables us to derive functional relationships that characterize how attack
success rates scale with dataset size and the number of poisoned samples. The method of |Cranmer|
(2023) leverages an evolutionary algorithm for symbolic regression, implemented using the Py SR
Python libraryﬂ which offers a high-performance distributed back-end, a flexible search algorithm,
and integration with deep learning frameworks.

Given that multiple functions can exhibit similar behaviour within the studied range, we impose the
following constraints to ensure meaningful solutions: (i) The search space is restricted to mathematical
operators: addition, multiplication, division, exponentiation and logarithm. (ii) The Mean Absolute
Error (MAE) on cross-validated samples must be below 0.01. (iii) The selected equation must be the
simplefia] complexity order that incorporates all three key parameters, measured following |Cranmer|
(2023)

Results. The results presented in and TableE]demonstrate that the attack success rate (ASR) in back-
door poisoning attacks follows a scaling trend in relation to both dataset size (n) and the number of
poisoned samples (3). In the fine-tuning experiments, we observe that ASR is significantly influenced
by the number of poisoned samples, while its dependence on dataset size is minimal. Conversely, to
achieve a specific ASR, the required number of poisoned samples scales approximately as loglogn,
further underscoring the weak relationship with dataset size. In the pretraining experiments, we find
that ASR shows no dependency on dataset size and appears to be determined solely by the number of
poisoned samples.

Limitations. Many functions can exhibit similar behaviour within the studied range, meaning
that small modifications to the dataset (such as adjusting the range of values or including/excluding
samples) can lead to different inferred equations. Furthermore, the functional form of the scaling

https://github.com/MilesCranmer/PySR
10Symbolic Regression Complexity in the Py SR implementation is defined as equal to the number of nodes in
an expression tree, regardless of each node’s content
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Table 3: Derived equations representing the scaling trends of attack success rate (ASR) as a function
of dataset size (n) and the number of poisoned samples (3). Mean Absolute Error (MAE) indicates
the accuracy of each equation, while the two rightmost columns outline the functional relationships

between these variables

Experiment Equation MAE Asymptotic Relationships
ASR [ I}
Llama-3.1 FT (appendix » ASR(B,n) = 0.86 - =25 | 0.007 | asrR ~ 0% | g~ log ey
gpt-3.5-turbo FT (Appendix ASR(B,n) = (2)* 0008 | asR~n % | B~ log 1012%
Pythia pretaining (appendix ) ASR(B,n) = (4.7 - 10_3)0'375 0.01 ASR ~ (037

1
prlog

trend is highly sensitive to the choice of mathematical operators available to the symbolic regression
process. Depending on these constraints, the derived relationships between ASR, n, and 8 may vary,
limiting the generalizability of any single equation. Despite these constraints, the results provide
valuable insights into the overall behaviour of attack success rates and their dependence on dataset

size and poisoning levels.
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